
Distributed 
machine learning

Lê Nguyên Hoang, EPFL 
(joint work with DCL)

@le_science4all

EPFL, Distributed Algorithms





Cat

Not a cat



Cat

Not a cat

+1

+3

+3

+2

-2

-2

-1

0

0

0

00



x1 Billion
(if not a lot more)
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Byzantine-Worker-Tolerant ML
Machine Learning with Adversaries: Byzantine Tolerant Gradient Descent. NeurIPS 17.

On The Robustness of a Neural Network. SRDS 17.
The Hidden Vulnerability of Distributed Learning in Byzantium. ICML 18.
Asynchronous Byzantine Machine Learning (the case of SGD). ICML 18.

AGGREGATHOR: Byzantine Machine Learning via Robust Gradient Aggregation. SysML 19.

Robust Distributed Learning. El Mahdi El Mhamdi. EPFL Thesis 19.
Private and Secure Distributed Learning. Georgios Damaskinos. EPFL Thesis 20.
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Model drift



Byzantine, Asynchrony, nonconvex
Heterogeneous data

Model drift



Definition
C-Collaborative learning is achieved if 
all honest nodes achieve approximate 
agreement and small enough gradient.



Theorem
Byzantine asynchronous nonconvex heterogeneous 

collaborative learning 
is equivalent to 

averaging agreement.



(0,1,3) (2,3,3)

(7,2,6) (1,6,5)



(0,1,3) (2,3,3)

(7,2,6)



(0,1,3) (2,3,3)

(7,2,6)

True average
(3,2,4)



(0,1,3) (2,3,3)

(7,2,6)

True average
(3,2,4)

(2,2,3) (2,3,3)

(2,3,4)



Definition
C-Average agreement is achieved if 
all honest nodes achieve approximate 

agreement and estimate well the average.



Theorem
Byzantine asynchronous nonconvex heterogeneous 

C-collaborative learning 
Is (essentially) equivalent to 

C-averaging agreement.



Proof sketch
Given a solution to C-collaborative learning, 

by framing C-averaging agreement as minimizing of the 
sum of squares, we can solve C-averaging agreement.

Given a solution to C-averaging agreement, we run SGD, 
but with C-averaging instead of averaging. 

We also run C-averaging on parameters at every epoch.
This solves C-collaborative learning (not easy to prove!).
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Can we solve
Byzantine asynchronous

C-averaging?



Theorem
Iterated coordinate-wise trimmed mean 
with reliable broadcasts and witnesses 
solves averaging agreement for n > 3f.





Open Problems
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A minority of Byzantine
A majority of strategic nodes



Local Models for Local Contexts
Personalized Collaborative Learning



Collaborative Learning
With Public Information about Nodes



Collaborative Governance
With Public Information about Nodes

Should this be banned?



Questions?


