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Abstract

While stochastic gradient descent (SGD) is still the de facto algorithm in deep
learning, adaptive methods like Clipped SGD/Adam have been observed to out-
perform SGD across important tasks, such as attention models. The settings under
which SGD performs poorly in comparison to adaptive methods are not well un-
derstood yet. In this paper, we provide empirical and theoretical evidence that a
heavy-tailed distribution of the noise in stochastic gradients is one cause of SGD’s
poor performance. We provide the first tight upper and lower convergence bounds
for adaptive gradient methods under heavy-tailed noise. Further, we demonstrate
how gradient clipping plays a key role in addressing heavy-tailed gradient noise.
Subsequently, we show how clipping can be applied in practice by developing an
adaptive coordinate-wise clipping algorithm (ACClip) and demonstrate its superior
performance on BERT pretraining and finetuning tasks.
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Model drift

Nodes
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, Asynchrony,
Heterogeneous data



Definition

C-Collaborative learning is achieved 1if
all honest nodes achieve approximate
agreement and
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Theorem

Byzantine asynchronous nonconvex heterogeneous
collaborative learning
1S equivalent to

averaging agreement.
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Definition

C-Average agreement 1s achieved if
all honest nodes achieve approximate
agreement and

Az(y) <0
|7 = 7|l < CAz(7)



Theorem

Byzantine asynchronous nonconvex heterogeneous
C-collaborative learning
Is (essentially) equivalent to

C-averaging agreement.



Proof sketch

Given a solution to C-collaborative learning,
by framing C-averaging agreement as minimizing of the
sum of squares, we can solve C-averaging agreement.

Given a solution to C-averaging agreement, we run SGD,
but with C-averaging instead of averaging.
We also run C-averaging on parameters at every epoch.
This solves C-collaborative learning ot easy to prove!.
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Theorem

Iterated coordinate-wise trimmed mean
with reliable broadcasts and witnesses
solves averaging agreement for n > 3f.
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Abstract

We address the problem of Byzantine collaborative learning: a set of nm nodes seek to
collectively learn from each others’ data, whose distribution may vary from one node to
another. None of the nodes is trusted and f < n nodes can behave arbitrarily.

We prove that collaborative learning is equivalent to a new form of agreement, which we
call averaging agreement. In this latter problem, nodes start each with an initial vector and
their goal is to approximately agree on a common vector, which is close to the average of
honest nodes’ initial vectors. More precisely, the error must remain within a multiplicative
constant (which we call averaging constant) of the maximum ¢, distance between the honest
nodes’ initial vectors. Essentially, the smaller the averaging constant, the better the learning,.

We present two asynchronous solutions to averaging agreement, each we prove optimal
according to some dimension. The first, based on the minimum volume ellipsoid, achieves
asymptotically the best-possible averaging constant but requires n > 6f + 1. The second,
based on reliable broadcast and coordinate-wise trimmed mean, achieves optimal Byzantine
resilience, i.e., n > 3f + 1, but yields a suboptimal averaging constant. Given our proof of
equivalence, such results for averaging agreement yield identical guarantees for Byzantine
collaborative learning.



Open Problems






A majority of honest nodes



A majority of strategic nodes



Local Models for Local Contexts

Personalized Collaborative Learning



Collaborative Learning
With Public Information about Nodes



@ Donald J. Trump & @realDonaldTrump - 19h

b Une partie ou la totalité du contenu partagé dans ce Tweet

de participation a une élection ou a un autre processus
civique. En savoir plus
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est contestée et susceptible d'étre trompeuse quant au mode

Collaborative Governance
With Public Information about Nodes



Questions?



